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Abstract 
 
While AI has the potential to mitigate the impact of biases, it also has the capacity to exacerbate the 

problem by integrating and implementing biases on a larger scale in critical domains, such as 
the healthcare domain. Therefore, fairness should be integrated into the training process itself 
[1]. Class imbalance in classification models is a common issue within clinical data analysis [2]. 
Rather than using the common approaches of undersampling or oversampling, identifying an 
appropriate threshold corrects the effect of class imbalance without disrupting the training 
sample. In this paper we consider the potential negative outcomes from poor data quality on 
healthcare and the effect when applying an innovative strategy to tackle class imbalance by 
replacing the standard 0.5 threshold. To reach this goal, we have chosen the threshold that 
minimises the difference between the sensitivity and specificity of the classifier because: 1) in 
the absence of expert medical knowledge that allows an informed assessment of the costs 
associated with each type of error, the chosen threshold assigns the same importance to false 
positives and false negatives, and 2) when sensitivity and specificity are very similar, the overall 
accuracy rate, located between the first two metrics, also takes a very close value to both, 
reducing the disparity between the most common performance metrics evaluation and 
facilitating the comparison between different specifications of the same model.This method has 
been applied to a model for predicting the risk of ischemic heart disease (i.e. heart attack and 
angina) in the US population using low-quality data from almost 400,000 people surveyed 
within the Behavioral Risk Factor Surveillance System survey. Positive class accounts 
approximately for 10% of the participants. The chosen strategy puts the models tested with 
different classification algorithms and specifications on an equal footing, reducing the disparity 
between the usual performance metrics for each single model. This simplifies the choice of the 
most suitable model to a comparison of the accuracy, sensitivity, and specificity rates on one 
hand, and the precision rate on the other. These results highlight both the relevance of defining 
appropriate techniques that deal with low-quality data, particularly in sensitive areas such as 
healthcare; and the potential negative consequences for clinical decision-making when 
unbalancing, biases or unfairness of the data are not addressed. 
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