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The linear regression model is an important issue in Statistics, mathematically related to poly-
nomial least squares fitting. I n L ecture 1 1 ( Least S quares P roblems) o f t he b ook o f Trefethen
and Bau [6] we read: Least squares data-fitting h as been a n i ndispensable t ool s ince i ts invention
by Gauss and Legendre around 1800. The book of Datta [1] also devotes a chapter (Chapter 8:
Least Squares Solutions to Linear systems) to this issue, and includes in that chapter an interesting
reference ([4]): an interview with G. H. Golub. In that interview a fundamental contribution of
Golub is recalled ([3]), and we can read a remarkable sentence by Golub: So I tried to get the
statisticians interested in doing numerical computations. A few people were interested in it, but I
don’t think it had a heavy influence i n s tatistics. I  d oubt i f t oday people really u se decomposition
methods rather than normal equations. Statisticians are fairly fixed in t heir ways.

This is the subject we are addressing: the dialogue between Statistics and Numerical Linear
Algebra. In the book [2] we find a  c hapter ( Chapter I II.8: ( Non)Linear R egression Modeling)
devoted to linear and nonlinear regression, in which we read: There are many algorithms for
constructing a suitable QR decomposition for finding L S e stimates, s uch a s t he H ouseholder or
Givens transformations; see Chapter II.4 for more details. So the reader interested in that subject is
led to Chapter II.4, entitled Numerical Linear Algebra, and we see that this book on Computational
Statistics naturally pays attention to Numerical Linear Algebra. In the book of Trefethen and Bau
[6] we find t he important L ecture 1 9 (Stability o f L east Squares A lgorithms) a nd i n t he b ook of
Datta [1] the cited Chapter 8. In both books the advantage of using the QR factorization instead
of the normal equations is stressed. These advantageous algorithms have their roots in the work of
Golub [3].

The problem for researchers in Numerical Linear Algebra is that the paper by Golub was
published in 1965. So, it would be interesting to look for more recent contributions. In this sense,
it is useful to consider the case where the involved matrices are totally positive: this is achieved
for the Vandermonde matrices involved in polynomial least squares fitting w hen t he n odes are
nonnegative and ordered in increasing order: 0 ≤ x0 < . . . < xn. Then we can apply results on the 
QR factorization of a totally positive matrix (as seen in [5] for several classes of totally positive
matrices) to obtain more accurate results when computing two important matrices in the linear
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regression model: the projection matrix and the Moore-Penrose inverse A† of the Vandermonde
matrix A.

Chapter II.4 of [2] also cites the Moore-Penrose inverse (the pseudo-inverse), but relating it
to the singular value decomposition (SV D), while our approach computes it by using the QR
factorization.
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