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1 Introduction

In the study of complex networks, we refer to communities as subgraphs in which their nodes
are strongly related to each other and little to the rest of the nodes of the network. These vertex
groupings, with common characteristics, play a defining role in the network s tructure. The detection
of communities allows us to identify internal structures in a graph that divide the network into
groups of vertices with dense internal relationships and dispersed between different communities.
Communities play an important role in problems such as student movements, food chain, airport
traffic, de termination of  public tr ansport routes and other types of  mobility, propagation of  false
news, metabolic reactions, brain networks, etc. [1, 7, 16, 17]

The detection of communities has received wide attention in recent years, and multiple methods
have been developed to obtain them, especially in the case of untreated graphs. Many algorithms
use modularity as an objective function but depending on the criteria or approach of the procedure,
different c ommunities a re o btained w ith s imilar m odularity. [ 4, 7]. C lassical methods u se graph
partitioning, statistical inference, optimization methods, clustering, center detection, etc. [5, 6, 12,
17]. Recently new methods have been introduced that bring new ideas, from the use of convolution
and calculation of borders, genetic algorithms, and deep learning. [8, 11, 14, 15]

In general, the methods are presented to the extent that they are adapted to the characteristics
of the problem to be solved, in any case there is a wide collection of methods that work satisfactorily
in most cases, particularly for non-directed graphs. Unfortunately, in the case of directed graphs,
the algorithms give less satisfactory results.

2 Background

There are several techniques and algorithms that have been developed for the detection and study
of communities within graphs. In the Figure 1 is shown the results of applying some of the most
popular algorithms on the Zachary’s karate club graph, which is a not directed graph. The figure
also shows that depending on the algorithm it is obtained different communities.
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Figure 1: Results obtained when applying (a) Girvan-Newman, (b) Walktrap, (c) Fast-greedy, and
(d) Label-propagation community detection algorithms

However, in the case of directed graphs, weakly connected and poorly conditioned,
the algorithms for finding communities do not work satisfactorily.

The Figure 2 shows the results when applying these detection algorithms to a directed graphs,
weakly connected and poorly conditioned generated with a synthetic generator [9]. The results
show a great variation and differ considerably from the expected result.

The generated synthetic directed graph has 8 communities, 37 vertices, 112 edges. The results
obtained when applying standard community detection methods are very different, as shown in
Figures 2.a-2.d. Figure 2.a shows a result with low modularity and fewer communities. While the
results in the other cases have high modularity but the communities obtained differ from those
that really exist in the graph.
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Figure 2: Results obtained when applying (a) Girvan-Newman, (b) Walktrap, (c) Fast-greedy,
and (d) Label-propagation community detection algorithms. And (e) the expected detection of
communities

We considered also the pruning method from [11]. However, that method did not work in the
case of directed graphs, weakly connected and poorly conditioned.
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3 Method

We take as inspiration the metrics used for detecting edges in images, to define a metric that allows
to define a quantitative value for each edge in the graph, that we can use to define the relevance of
the edge among its neighbor edges. This metric allows to define an objective and systematic way to
compare the edges, and in our particular case, to identify edges between communities. This case is
of particular interest, because such kind of edges can be present on the experimental results due to
noise or errors during the collection of data. Having a systematic way for their identification and
pruning allows to the standard algorithms be able to provide more representative identification of
communities with the cases of study.

In this paper, we target to define a Metric for evaluating the relevance or significance of the
edges, and then prune only the less relevant ones that induce a incorrect identification of commu-
nities, which correspond to edges on the boundary or transition between communities. Then, the
existing community detection algorithms can be applied on those graphs after being pruned.

We define a metric at equation 1 that resembles a metric used for the detection of border of
areas in a image by evaluating a function among a pixel and its neighboring pixels.

M(s, t) =
1

1 +
∣∣∣(n− 1)v′s −

j<=n∑
j=1

v′j

∣∣∣ where j are the adjacent elements to s at the linear graph

(1)
We define the pruning condition of an edge when its corresponding value contained in the

module value in the metric is negative.

4 Results

The results of applying the pruning method works satisfactorily when applying to the example
provided at [11]. As shown in the next figure.
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Figure 3: (a) Original graph provided at [11], and (b) pruned graph with the proposed method in
this paper

Moreover, our method also is able to remove the links between the communities in the case of
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directed graphs, weakly connected and poorly conditioned. As an example, the next figure shows
the result of pruning the graph considered in the previous section on which none of the evaluated
community detection algorithm was able to provide the expected detection.
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Figure 4: Results obtained when applying (a) Girvan-Newman community detection algorithm on
the pruned graph, and (b) the expected detection of communities

5 Conclusions

In this paper, a novel approach is proposed, leveraged on a fuzzy metric for pruning graphs,
including directed weakly connected and poorly conditioned graphs. The results obtained improve
the results obtained with other methods. As the next steps, we are going to refine and validate
our metric applying it to larger complex networks obtained from real scenarios as well as synthetic
ones.
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